Analysis of RANDOM

Compared to the LATEX document, the variables T and E are written in lower case, as the keyword E is
reserved in Mathematica.

We show in Lemma 5.10 that there is a worst-case instance that consists of four different types of jobs.
(1-a-B-y)njobsjwithub_j=t,p_j=0 (type0)

anjobsjwithub j=t p j=t(typet)

B njobsjwithub_j=e, p_j=e (type e)

ynjobsjwithub j=e+¢€ p j=e+ €e(type et)

for an arbitrary small € > 0, which we will omit in the expressions below.

The algorithm RANDOM tests in a first part all jobs in random order, executes immediately those of size
0, t or e, and defers those of size e+epsilon. In the second part all deferred jobs are executed. The
algorithm cost and the optimal cost are

Clear[a, B, ¥, t, e, p|;
ALG =(1—7)n(n+1+tan+eﬁn)/2+
tan/2 +efn/2 +yn (n+tan+epn) +eyn (7n+1)/2;
Apart|
ALG,
n]
Ly

5 (l+ta+e6—y+ey)+%n2 (1+ta+eB+y+tay+eBy+e7{2>

OPT = (1-a-B-y)n((1-a-B-¥)n+1)/2+(l-a-B-y)n(a+B+y)n +

tan (an +1)/2 +tan (B +y)n +epn (Bn +1)/2+ eBnyn+eyn (7n+1)/2;
Apart|
OPT,
n]
Ly

5 (l—a+ta—/3+e/37y+ey)+

%nz (1—0(2+‘t0(2—2a[3+2to¢5—62+e62—2ay+2ta}/—2[57/+2e57(—7/2+e7/2>

Our analysis will be in two parts. Both ALG and OPT are expressions of the form n*2 ALG_2 +n ALG_1
and n*2 OPT_2 + n OPT_1. In the first part we analyze the ratio ALG_2/OPT_2 and in the second part
the ratio ALG_1/OPT_1.

Part 1: Quadratic Part of the Ratio

We want to show that ALG_2 <t OPT_2 orin other words t OPT_2 - ALG_2 = 0. Let’s denote the left
hand side by ‘goal’.
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goal =
Fullsimplify[t (1-a®-2aB-B*-2ay-2By-y +Be+2Bye+y’ e+’ t+2aft+2ayt)-
(1+Y+Be+[37e+72e+at+a7t)]

-l-y-e <B+By+y2> +t% o (O(+2 (B+y)> -t (—l+O(2— (—l+e> (B+7{)2+0( (l+2[5+37{))

guess = {t > 1.74, e ->2.86}

{t->1.74, e 2.86}

We want to characterize t , e such that for all valid (a, B8, y) holds G(t, e, a, B, y) 2 0. These points t, e
must satisfy G(t, e, a, B, y) 2 0 for all local minima (a, B, y). Hence we have to find all local minima in the
feasible region. Such a point can lie inside the region or on the boundary. In the analysis we will distin-
guish between the inner region, 2-dimensional open boundaries and 1-dimensional boundaries.

RegionPlot3D[a+B+¥ <1, {a, 0, 1}, {B, 0, 1}, {¥, 0, 1}]
1.0

Case 3D: Open Polytope

A local minimum (a, B, y) which is not on the boundary must in particular be a local minimum in all 3 axis
a, B, y. We show that with the assumptions we made on T, E the 2nd derivative in a or S or y is positive.

D[D[goal, a], a]
—2t+2t?

D[D[goaly /3] ’ /3]
2 (-1+e)t
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D[D[goala Y] ’ Y]
-2e+2 (-1+e)t

The second derivative is indeed is positive in all three variables. Hence, we replace each variable with
the extreme point for the goal.

sol = FullSimplify[Solve[D[goal, a] =0, a]

HCH 1-2 (—12+(t_)lﬁ++t(>3—2t) 7{}}

Clear[a]; a=a /. sol[[1]];

sol = Fullsimplify[Solve[D[goal, B] =0, B]]

HB% n 27t2Jc }}

Clear[B]; B =B /. sol[[1]];

sol = Fullsimplify[Solve[D[goal, ¥] =0, ¥]]

(e (-1+t) -t) (-1+21)
{{Y% : e <71+t) +t }}
Clear[y]; ¥ =¥ /. sol[[1]];

Fullsimplify[goal]

e2 (C1+t)?-et?2+t (-1+21t)
e(-1+t)+t

We keep only the numerator of the fraction, since the denominator is positive. This yields a first condition.
condl = FullSimplify[goal (e (t-1)+t) > 0]

e? (—1+t)2+t (-1+2t) > e t?

Case2D:a+pB+y=1
Clear[a, B, ¥]; ¥ = 1-a-B; FullSimplify[goal]
-2 +a+ (—l+t> (e (—l+ot)2—t (—2+oc) O() + 3+ (—e+t) a3
The considered region is defined by 0 <a, 0<Band a+ =< 1.
Fullsimplify[D[goal, B]]
l-ea+tao

Since the goal is linear in B, a local minimum is on the boundary of the region, either for =0 or for =1
- a. These cases are analyzed later.
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Case2D:y=0

Clear[a, B, ¥]; ¥ = ©; FullSimplify[goal]
-l-eB+t (l+ra(-1+(-1+t)a)+2 (-1+t)aB+(-1+e)p?)

We first consider the second derivative in a. As it is positive, the extreme point in a is a local minimum
and we choose this value for a.

Fullsimplify[D[D[goal, a], a]]
2 (-1+1t) t

sol = FullSimplify[Solve[D[goal, a] =0, a]]
1
{{OH 2 (-1+t) _B}}

a=a/.sol[[1]]

1

2<71+t)_6

Similarly we proceed for .

Fullsimplify[D[D[goal, 8], 8]]
2 (e-t) t

sol = Fullsimplify[Solve[D[goal, B] =0, B]]
1
{{5‘9 Z't}}

B=B/. so'l.[[l]]

1

2t

If this point is feasible, i.e. fulfills 0 < a, 0 < 8, a + B < 1, this yield a second condition.

FullSimplify[a + B]
FullSimplify[a]
FullSimplify[B]

1
2 (-1+1)

1
2 (-1+t)t

1
2t

cond2 = Fullsimplify[ goal 2 0]

1l _4t-4.%
_t t

1
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We will need this condition later, so we call the lefthandside LHS2.

LHS2 = goal;

Case2D: a=0

Clear[a, B, ¥]; a = 0; FullSimplify[goal]
-l-y-e <B+[3y+y2> +t (l+ (—l+e) (B+y)2)

We first consider the second derivative in 8. As it is positive, the extreme point in 8 is a minimum and we
choose this value for S.

Fullsimplify[D[D[goal, B], B]]
2 (-1+e)t

sol = Solve[D[goal, B] = 0, 8]

([p- rexszriszesy)

B=B/. so'l.[[l]]

e+ey+2ty-2ety
2 (-1+e)t

The second derivative in y is negative. Hence, the local minimum of this triangle is on the boundary of
the triangle.

Fullsimplify [D[D[goal, ¥], ¥]]

e2

2t-2et

Case 2D: =0

Clear[a, B, ¥]; B =0; FullSimplify[goal]
“1+t%a (oz+27{> -Y <l+e7() -t (—l+a+a2+3ay+y2—ey2)

We first consider the second derivative in a. As it is positive, the extreme point in a is a minimum and we
choose this value for a.

Fullsimplify[D[D[goal, a], a]]
2 (-1+t)t

sol = Solve[D[goal, a] = 0, a
(o 125
a=a/.sol[[1]]

1+3y-2ty
2 (-1+t)
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Fullsimplify [D[D[goal, ¥], ¥]]

4e (-1+t)?+t(-5-4(-2+1t) t)
2 (-1+t)

For y we cannot say immediately if the second derivative is positive. We consider the extreme point.
sol = Fullsimplify[Solve[D[goal, ¥]| =0, ¥]]
(-2+t) (-1+21) }}

HY% “de(-1+t)2+t (544 (-2+t) t)

¥y=v/.s0l[[1]]

(—2+t) (-1+2t)
~4e (-1+t)?+t (5+4 (-2+1) t)

Plot3D[{a+¥, 1}, {t, 1.71, 1.78}, {e, 2.82, 2.89}]

The considered point is outside the triangle for the range (T,E) we are interested in, thus it does not
matter if it is @ minimum or a maximum in y.

Case 1D:(a, B, y) = (x,1-x,0)

Clear[a, B, ¥]; a=x; B=1-a; ¥ =0; FullSimplify[goal]

“lre 1+t (-1+x)) (-1+x) -t (1+t (-2+x))x

We consider the second derivative in x. As it is positive, the extreme point in x is a minimum and we
choose this value for x.

Fullsimplify[D[D[goal, x|, x]]

2 (e-t) t
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sol = Solve[D[goal, x] =0, x|

(e 28]

So x is between 0 and 1 as we desired.

x=x/.s0l[[1]]

-1+2t
2t

cond3 = FullSimplify[goal] = @

3
Zfﬁ+<—l+t)tzo

Case 1D: (o, B, y) = (x,0, 1 - x)
Clear[a, B, ¥, X]5 a=X; B=0; y=1-x; FullSimplify[goal]
-2+ X+ (—l+t) <e (—l+x>2—t (—2+x) x)

We consider the second derivative in x. As it is positive, the extreme point in x is a minimum and we
choose this value for x.

Fullsimplify[D[D[goal, x], x]]

2 (e—t) (7l+t)

sol = Solve[D[goal, x] =0, x|

Hx »> = _22 (eetzt)t +(7zle+tt_) = }}
X=x/. sol[[l]]

-1-2e+2t+2et-212
2 (e-t) (-1+1)




Plot3D[{e®, x, 1}, {t, 1.71, 1.78}, {e, 2.82, 2.89}]

286 2.88

1.78

This is good, be cause x is in [0, 1] as we desired.
cond4 = FullSimplify[goal4 (e-t) (t-1)] 20
—(1-2(-1+t) t)?+4e (1+(-2+t)t%) 20

We will need this condition later, so we call the lefthand side LHS4.

LHS4 = goal;

Case 1D:(a, B, y)=(0, x, 1 - x)

Clear[a, B, ¥, X]5 a=03 B=x; y=1-x; FullSimplify[goal]

-2+e (7l+‘t> + X
The local minimum is at x=0.
X =03

cond5 = FullSimplify[goal > 0]

et=2+e

Case 1D: (q, 0, O)

Clear[a, B, ¥, X]5 B=0; y = 0; Fullsimplify[goal]
“let-ta+ (-1+t) tod

We compute the second derivative in a and see that it is positive.

RANDOM.nb | 8
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Fullsimplify[D[D[goal, a], a]]
2 (-1+t) t

sol = Fullsimplify[Solve[D[goal, a] = 0, a] ]
{{e- sl

The extreme point in ais in [0,1] and thus feasible.
a=a/.sol[[1]]

Fullsimplify[goal]
5 1

- =4

4" 4-4at

+t

condé = Fullsimplify[4 goal > 0]

1
1-t

+4t=>=5

Case 1D: (0, B,0)

Clear[a, B, ¥, X]; a=0; y = 0; FullSimplify[goal]
“l+t-ep+ (—l+e) t B2

We compute the second derivative in G and see that it is positive.
Fullsimplify[D[D[goal, B8], B]]

2 (-1+e)t

sol = Solve[D[goal, B] == 0, 8]
{18~ 2 (_1e+e) tH

B=B/. sol[[l]]

We ensure that the value for S is feasible.



Plot3D[{e, B, 1}, {t, 1.71, 1.78}, {e, 2.82, 2.89}]

2.82

cond7 = FullSimplify[goal > 0]

Case 1D: (0,0, y)
Clear[a, B, ¥, X]; a=0; B =0; FullSimplify[goal]
“let+(-l+e)ty? -y (l+ey)
We compute the second derivative in y and see that it is positive.
D[D[goal, ¥], ¥]

-2e+2(-1+e)t

sol = Solve[D[goal, ¥] =0, ¥]
{{Y% 2 (7eflt+et) }}

¥y=v/.s0l[[1]]

1
2 (-e-t+et)

cond8 = Fullsimplify[goal] = @

1

-1 —
Pt G erat-dec 20

RANDOM.nb | 10
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Finding optimal T, E satisfying all conditions

We first show that conditions 3, 5, 6, and 7 are fulfilled for all values of (T, E) we consider.

Clear[a, B, ¥, X]; RegionPlot[{cond3}, {t, 1.71, 1.78}, {e, 2.82, 2.89}]

289 — ‘ ‘

2.88 -

286+

284

2
1.71 1.72 1.73 1.74

T H R S|
175 1.76 177 178

RegionPlot[{cond5}, {t, 1.71, 1.78}, {e, 2.82, 2.89}]

Y B A |

2.88 -

286

284

282

T T R S S |
1.71 1.72 1.73 1.74 1.75 1.76 177 178
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RegionPlot[{cond6}, {t, 1.71, 1.78}, {e, 2.82, 2.89}]

2.89

2.88

2.87

2.86

2.85

2.84

2.83

2.82

1.

71 1.72 1.73 1.74 175 1.76 177 178

RegionPlot[{cond7}, {t, 1.71, 1.78}, {e, 2.82, 2.89}]

2.89

2.88

2.87

2.86

2.85

2.84

2.83

2.82

-
71 1.72 1.73 1.74 1.75 1.76 177 178

1.

For the other conditions, we show that condition 2 and 4 are most restrictive.
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RegionPlot[{condl, cond2, cond4, cond8},
{t, 1.71, 1.78}, {e, 2.82, 2.89}, PlotLegends - "Expressions"|

2.89 -

287

286" [ cond1
[1 cond2
[1 cond4
285
H [1 cond8
284l
283
2‘827\ P R S N L1
1.71 1.72 1.73 174 1.75 1.76 177 1.78

The point which fulfills both conditions 2 and 4 and has smallest T is the point where both conditions are
tight.

cond2
cond4

1
1-t

. e
+4t=4+ t
~(1-2(-1+t)t)?+4e (1+(-2+t) %) =0
We set condition 2 equal to zero to find the dependence between T and E.

sole = Solve[LHS2 == 0, e]

{{e% t (3—8t+4t2)}}

-1+t

We set E to this value. Additionally condition 4 has to be tight, so we solve for T to find the best choice.

e=e/.sole[[1]]; solt = FullSimplify[Solve[LHS4 == 0, t]]

2 3 4 5
- - - K >
{{t > Root[-1-16#1+2011%+3611%-5211%+1611° &, 1]}
{t >Root[-1-1611+20417+36411°-52 11"+ 16 11° &, 2|},
2 3 4 5
- - - > )
{t > Root[-1-1611+20n1?+36H11%-5211%+16 11° &, 3]}
{t>Root[-1-1611+2041?+36H11%-52 11"+ 16 11° &, 4]}
{t>Root[-1-1611+2011%+3611%-5211%+1611° &, 5]}

|
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N [solt]
{{t>-0.600748}, {t > -0.0586886}, {t>0.688139}, {t—>1.47604}, {t > 1.74526}}

Only one of the solutions is in the interval [1.5, 2], so we choose this one.

t=t/.solt[[5]]; N[t]
N[e]

1.74526

2.86091

Part 2: Linear Part of the Ratio

Clear[“) B, ¥, t,e,p, goal];
goal = Fu'L'lS'imp'l'ify[t (1—a—/3—7+[3e+7e+at) - (1—7+[3e+7e+at)]

-l+t?Pa+y-e (B+y) -t (-1+2a+B-eB+y-ev)
We consider the first derivative to find the extreme pointin a, 8, and y.

D[goal, a
N[% /. sole /. solt[[5]]]
—2t+t?

{-0.444583}

D[goal, 5]
N[% /. sole /. solt[[5]]]

—e- (l—e) t
{0.386867}

D[goal, ¥]
N[% /. sole /. solt[[5]]]

l-e-(1-e)t
{1.38687}

The first derivative in a is negative and for the other two variables it is positive, so the worst case is a = 1
and B=y=0.

goal /. {a» 1, 3> 0, ¥y 0}
—1-t+t?
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N[% /. sole /. solt[[5]]]
{0.30068}

This means that for the chosen values of T, E we have ALG_1/OPT_1 < T. Since we also have
ALG_2/0OPT_2 =T, the expression (N2 ALG 2 +n ALG_1)/(n*2 OPT_2+n OPT_1)isatmost T as

well.



